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Abstract

The behavior of silica glass material under shock compression has been investigated in this work. Laser-driven experiments and molecular dynamics simulations were combined to study the elastic regime of fused silica up to 8 GPa. Two simple pair potentials, BKS and CHIK, were tested and the shocked states of the glassy material were obtained by direct shocks and a new Hugoniostat method. The Hugoniot curves obtained numerically were in a very good agreement with the the experimental curves. Despite the simplicity of their mathematical form, the pair potentials tested (BKS and CHIK) were able to give a fair description of the silica glass behavior under shock loading conditions. The structural properties of silica glass were also thoroughly studied. It was found that in the elastic regime, the Short-Range Order (tetrahedra...) and the Medium-Range Order (rings...) were not impacted by the shock wave propagation inside the material. The structural changes behind the shock front were mainly related to a free volume closing mechanism highlighting the importance of free volume analysis in silica glass materials.

Introduction

High power lasers are widely used in industrial processes for material design and in optical systems. One major problem is the damage an optical component can encounter under intense irradiation: density changes, spallation or crack initiation. Damaged component could initiate damages in other optical components leading to a global failure of the whole optical system. Understanding the damaging mechanisms occurring under shock loading conditions is crucial.

Amorphous materials do not exhibit a structural organization at long range. However, in silica glass, a two-level organization can be observed. Oxygen atoms are structured around silicon atoms in a tetrahedral fashion. The Short-Range Order (SRO) in silica is related to the tetrahedral properties (Si-O bonds, intra-tetrahedral angle). In addition,
Oxygen atoms are usually connecting several tetrahedra and rings composed of 3 to 10 tetrahedra are observed. The Medium-Range Order (MRO) corresponds to the rings properties (Si-Si distribution, inter-tetrahedral angle). Free volumes can also be observed in between rings due to the amorphous nature of glass materials. This peculiar two-level organization has been widely studied in the past. However little is known about the evolution of the silica structure under shock loading conditions.

The overall behavior of fused silica glass under shock compression has been studied for decades. First experiments of shock produced by explosive devices with free surface velocity measurement were published by Wackerle in 1962. In 1970, Barker published results of plate impact experiments on fused silica. In these two papers, maximum pressure generated into the sample was about 10 GPa. From the early 1980s to the present day, other works have dealt with the shock compression behavior of fused silica under higher pressure condition up to 80 GPa.

Accessing the atomic structure inside glasses by experimental means is quite challenging. Usual methods for crystalline phases (for example X-ray diffraction) are not able to give reliable results for amorphous material. Raman spectroscopy however can be used to investigate small rings inside silica glasses and the inter-tetrahedral bond angle distribution. Larger rings and many other structural properties remains unavailable though. To overcome these limitations, numerical simulations are often carried out to investigate properties unavailable by experiments.

Molecular dynamic simulations is a powerful technique to gain insight on the microscopic properties of a material. Several works using non-equilibrium molecular dynamics simulations (NEMD) have been previously reported on fused silica under shock loading. Early works were published by Kubota et al. in which the authors studied a 1D-shock generated by a rigid wall impacting a fused silica system. The authors focused on the analysis of the ring distribution in the densified silica glass. Su et al. used molecular dynamic simulations to investigate shock-induced ejection with high velocity impacts.
(from 3000 to 5000 m/s) on a silica surface\textsuperscript{8}. More recently, the transition of fused silica and $\alpha$-quartz toward a high-pressure polymorph (stishovite) was thoroughly investigated by Wang \textit{et al.} \textsuperscript{9}. Some alternative methods are able to reproduce shocked states without using direct shocks. Izvekov \textit{et al.} \textsuperscript{10} investigated silica shocked states using the adaptive Erpenbeck procedure\textsuperscript{11} where a succession of simulations in the isothermal-isobaric ensemble (NPT) is used to converge slowly toward a shocked state. The authors essentially focused on the structural properties of silica glass in the densification regime and under hydrostatic compression. Barmes \textit{et al.} \textsuperscript{12} studied the angular and ring distribution of densified states using both NEMD and a method called Hugoniostat. In the latter case, the motion equations are rewritten and the Hugoniot relations are used as a constraint. The volume is chosen at the beginning of the simulation and the system will thus converge toward a shocked state. Barmes \textit{et al.} showed that this Hugoniostat method is a good alternative to NEMD simulations and could be successfully applied to glass materials\textsuperscript{12}.

Despite the number of studies on fused silica, data in the elastic regime are somehow scarce. The aim of this paper is four-fold: 1) to provide experimental data on the shocked states of silica glass in the elastic regime, 2) to use these experimental results for molecular model calibration and validation, 3) to ensure that the new Hugoniostat method developed in a recent work\textsuperscript{13} is yielding correct results on glassy systems and 4) to investigate the structural silica glass properties under shock compression using molecular simulations. In this work, we report both experimental and molecular dynamic modeling results on the elastic behavior of fused silica glass under laser driven shock conditions.

**Experimental Study**

A series of experiments have been performed on the Transportable Laser Shocks Generator (GCLT) Facility of the CEA. Figure 1 presents the experimental setup. One laser shot consists in focusing, on the front face of the sample, the 1 mm in diameter spot of a laser
beam, which properties are as follow: a 1053 nm wavelength, a 4 to 100 ns duration, and an energy up to 50 J. The sample is a 10x10mm parallelepiped rectangle of fused silica glass, with a thickness of 2 mm, cut from a fused silica glass rod (spectrosil® 2000) whose density is 2.2 g.cm\(^{-3}\). All surfaces are polished down to the micron level to reduce surface defects and to have a good optical transparency for instrumentation purpose. A 1 \(\mu\)m-thick aluminum is vapor deposited on the front face of the sample in order to promote a controlled and known interaction between the laser pulse and the matter. The later produces a high-pressure plasma whose expansion generates a shock wave that propagates into the sample. During the experiment, the sample is placed in a secondary vacuum chamber in order to avoid laser breakdown. The time resolved instrumentations used for each shot consists in: a transverse shadowgraphy to observe the shock wave while it propagates across the transparent sample\(^{14,15}\) and a Velocity Interferometer System for Any Reflector (VISAR) apparatus\(^{2,16}\) to measure the velocity of the interface between the aluminum layer and the fused silica glass accelerated by the shock near the front face.

Regarding the transverse shadowgraphy technique, a continuous laser is collimated and crosses through the transparent fused silica glass to reach 2 ICCD cameras (4Picos from Stanford Computer Optics able to take 2 pictures with a minimum interframing about 500 ns). The propagation of the shock wave induces a pressure variation, which modifies the optical refractive index of the glass. The collimated light of the laser beam is therefore deflected in the shocked area, which creates a shadow contrast on the ICCD camera. The velocity of the shock wave is computed from the measure of the displacement of the shock wave within a controlled time gap. This time gap as to be kept as short as possible due to the action of the release waves that can modify the shock. The 4Picos cameras were trigged by a Stanford DG535 to obtain two images of the shock propagation with a small interframe, typically 50 ns. In order to limit motion blur, which is an issue to capture fast displacement, the acquisition time was set to 5 ns. Figure 2 presents several shadowgraph images of a sample irradiated by a 123.7 GW.cm\(^{-2}\) intensity and 10 ns duration laser shot.
The first picture is captured before the laser shot and used as a reference image. The two other images are obtained at 25 ns and 75 ns respectively after the beginning of the laser matter interaction.

The diameter of the laser spot is usually chosen greater than the sample thickness in order to neglect two-dimensional effects\textsuperscript{17}. In this work, we chose to work with larger samples for convenience and front shock velocities were extracted from a small region of the sample, depicted here as the inset of Figure 2 and on a very short duration of 50 ns. In these conditions, the 2D effects can be neglected and we assume a one-dimensional shock propagation.

**Molecular Dynamics Simulations**

**Silica pair potentials**

Two pair potentials were chosen to model silica glass behavior in this work: the Beer-Kramer-Sanden\textsuperscript{18} (BKS) and the Carré-Horbach-Ispas-Kob\textsuperscript{19} (CHIK) model. The BKS model was originally designed by quantum calculations to reproduce the quartz behavior at ambient temperature\textsuperscript{18}. This potential has been used in many works and is still the reference potential for silica materials. A parametrization of this model was designed by Carre \textit{et al.} \textsuperscript{19} in order to improve the performance of the BKS model for amorphous systems. This new CHIK model was adjusted to reproduce the radial distribution functions (RDF) of O-O, Si-O and Si-Si pairs obtained by Car-Parinello Molecular Dynamics (CPMD) simulations\textsuperscript{20}. The choice of these two potentials was based on several comparative works. Cowen \textit{et al.} \textsuperscript{21} have proved that the BKS potential was able to reproduce the equation of state of the high-pressure silica polymorph (stishovite) in a better way compared to some other potentials. According to Soules \textit{et al.} \textsuperscript{22}, the CHIK and BKS potentials were able to reproduce the glass behavior, whereas the potential developed by Takada \textit{et al.} \textsuperscript{23} failed to reproduce the densification mechanisms. Recently, Carre \textit{et al.} \textsuperscript{24} have shown that
some more sophisticated potentials obtained by force matching methods were unable to reproduce the silica glass structure compared to the simple CHIK model. Finally, Horbach et al. \(^{25}\) have shown that the CHIK potential was able to reproduce the experimental equation of state of silica glass along different isotherms until 10 GPa. To conclude, the CHIK and BKS potentials are able to reproduce fairly well the overall silica glass structure, better than many other potentials. Potentials based on reactive force fields could have been more accurate than simple pair potentials. However those reactive potential are known to be resources consuming. In this work we choose to focus on low computational cost potentials to be able to simulate huge systems (several millions particles).

The CHIK and BKS potential are taking into account electrostatic and Van Der Waals interactions, Equation 1. A Buckingham potential is used here to model the Van Der Waals contribution.

\[
U_{ij} = U_{ij}^{vdw} + U_{ij}^{elec} = A_{ij} \exp(-B_{ij}r_{ij}) - \frac{C_{ij}}{r_{ij}^6} + \frac{q_i q_j}{4 \pi \varepsilon_0 r_{ij}} 
\]

\(^{(1)}\)

\(U\) is the potential, \(A, B, C\) are Buckingham parameters, \(q\) is the atomic charge, \(r\) is the distance between particles \(i, j\). One major drawback of Buckingham-based potentials is the divergence for small distance values. This issue was addressed by adding a simple two-order polynomial as described by Barmes et al. \(^{12}\). The new Van Der Waals contribution is therefore given by Equation 2.

\[
U_{ij}^{vdw} = \begin{cases} 
A_{ij} \exp(-B_{ij}r_{ij}) - \frac{C_{ij}}{r_{ij}^6} & r_{ij} > r_{ij}^0 \\
 a_{ij}r_{ij}^2 + b_{ij}r_{ij} + c_{ij} & r_{ij} \leq r_{ij}^0 
\end{cases} 
\]

\(^{(2)}\)

\(a, b, c\) are the two-order polynomial coefficients. \(r^0\) is the cut-off distance between the two mathematical forms. The coefficients were adjusted in order to insure the continuity of potentials and forces and to fit smoothly the original potentials around the cut-off distance. The BKS and CHIK parameters used in this study are gathered in Table 1. The atomic
charges are $q_{\text{Si}}=2.4$ and $q_{\text{O}}=-1.2$ for the BKS model, and $q_{\text{Si}}=1.910418$ and $q_{\text{O}}=-0.955209$ for the CHIK model. The two-order polynomial coefficients for the BKS model were taken from the work of Barmes et al. The coefficients for the CHIK model were developed in this work. Figure 3 presents the new CHIK model with corrected potentials. The dotted lines show the original non-corrected potentials diverging for small distances.

Table 1: BKS and CHIK parameters used to model silica glass. $A$, $B$ and $C$ are the Buckingham parameters taken from their original works. $a$, $b$, $c$ are two-order polynomial parameters used to correct the diverging potential at small distances.

<table>
<thead>
<tr>
<th></th>
<th>BKS</th>
<th>CHIK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Si-O</td>
<td>Si-Si</td>
</tr>
<tr>
<td>$A$ (J)</td>
<td>2.88411E-15</td>
<td>5.04760E-16</td>
</tr>
<tr>
<td>$B$ (m$^{-1}$)</td>
<td>4.87918E+10</td>
<td>2.50000E+10</td>
</tr>
<tr>
<td>$C$ (J.m$^6$)</td>
<td>2.13922E+77</td>
<td>7.39000E+02</td>
</tr>
<tr>
<td>$r_0^0$ (m)</td>
<td>1.50000E-10</td>
<td>1.36192E-07</td>
</tr>
<tr>
<td>$a$ (J.m$^{-2}$)</td>
<td>5.93250E+02</td>
<td>1.90447E-17</td>
</tr>
<tr>
<td>$b$ (J.m$^{-1}$)</td>
<td>-1.96148E-07</td>
<td>2.38283E-07</td>
</tr>
<tr>
<td>$c$ (J)</td>
<td>1.61081E-17</td>
<td>3.15000E+02</td>
</tr>
</tbody>
</table>

Electrostatics interactions are usually taken into account with the so-called Ewald summation. However, another method with an interestingly low computational cost may be used for silica materials. This method, called Wolf method, is a shifted and truncated coulombic potential given by Equation 3.

$$U_{ij}^{\text{wolf}} = \frac{q_i q_j}{4\pi \varepsilon_0} \left( \frac{1}{r_{ij}} - \frac{1}{r_{w}^0} + \frac{r_{ij} - r_{w}^0}{r_{w}^0} \right), \quad r_{ij} \leq r_{w}^0$$

$r_{w}^0$ is the cut-off distance usually set at 10.17 Å. The potential decreases therefore smoothly to 0 when approaching $r_{w}^0$. Despite the significant error, this method has been proved to give acceptable results with silica glass and is a good alternative to the Ewald method. We have checked (not shown) that the results obtained with both a Wolf method and an Ewald summation were identical under shock loading conditions. The Wolf method yields acceptable results on the pressure range tested.
Modelling glass materials

The initial amorphous structure is usually obtained using a thermal cycle\textsuperscript{29}. This method is able to generate a silica glass material with a structure close to the experimental one with a low percentage of defects\textsuperscript{30}. In this work, a $\beta$-cristoballite configuration was first generated and equilibrated at 300 K during 50 ps in the canonical ensemble (NVT) using a Langevin thermostat\textsuperscript{31}. The system was then heated at very high temperature (8000 K) then cooled down to 300 K by decreasing the temperature by 500 K every 50 ps. Finally, the density was adjusted with a simulation in the isothermal-isobaric ensemble (NPT) at 300K using the so-called Nose-Hoover barostat \textsuperscript{32}. The final densities were of 2.203 g.cm\textsuperscript{-3} and 2.260 g.cm\textsuperscript{-3} for the CHIK and BKS respectively which is very close to the experimental value of 2.200 g.cm\textsuperscript{-3}\textsuperscript{29}. According to Bidault \textit{et al.}\textsuperscript{33}, the unit cell should have a minimum length of 50 Å in order to obtain good silica ring statistics. We choose here to start with a cubic unit cell of 71 Å (24000 atoms) to be able to obtain 14-membered rings.

Simulating shocks with molecular dynamics simulations

Investigating material behaviors under direct shock loading requires systems of huge dimension in order to catch all mechanisms involved. The unit cell of 24000 atoms was therefore replicated 160 times along the shock direction (in this work the x-direction). The system final dimensions are 1200x7x7 nm\textsuperscript{3} which approximately corresponds to 4 million atoms. Direct shock loading were simulated using Non-Equilibrium Molecular Dynamics simulations (NEMD). In this case the shock was generated with a silica glass system impacting a hard immobile wall with a high velocity $u_{p0}$, as depicted in Figure 4. Periodic boundary conditions in the y and z directions were used to simulate an infinite system and thus a 1D-shock is studied here. Free boundary conditions were imposed along the shock direction. All NEMD shock simulations were performed in the microcanonical ensemble (NVE) and were run during 500 ps.
An alternative to direct shocks is the use of the Hugoniostat method. In this case the motion equations are rewritten so the system is naturally converging toward a shocked state. In this work we used the description established by Maillet et al. \textsuperscript{13} where the system is explicitly described by the variables \((q, p, T)\) where \(q\) is the particle positions, \(p\) the momentum and \(T\) the temperature. \(q\) and \(p\) are updated using a regular Langevin scheme. The temperature is updated using the Hugoniot relation as described by Equation 4.

\[
T(q) = \frac{1}{N k_B} \frac{2}{4 - c} \left( <E> - U(q) + \frac{1}{2} (P(q) + <P>) (1 - c) V \right)
\]  

\text{(4)}

The bracket \(<...>\) denotes a statistical average over the different configurations. \(k_B\) is the Boltzmann constant, \(E\) the total energy, \(U\) the potential energy, \(P\) the total pressure, \(V\) the initial volume and \(c\) is the compression rate. The temperature is computed using the Hugoniot relation and the positions and momentum are related to temperature changes by the Langevin scheme insuring a canonical distribution over time. The choice of a given compression ratio at the beginning of the simulation will therefore lead the system to converge toward the corresponding shocked state. Very small systems (3000 particles) may be used with this method reducing significantly the computational cost. However, one drawback is that the material experiences a thermodynamic path slightly different compared to the one observed in a direct shock. The successful application of this method on another material (or a different phase) may not be guaranteed. Moreover the dynamic phenomenon involved in a shock propagation are not available through the Hugoniostat method. As we seek to investigate the structural properties of the shocked state of silica glass, we carried out simulations with the Hugoniostat method along with NEMD simulations. All the simulations in this work were performed with the MD code STAMP developed by the CEA.
Results and Discussion

Hugoniot Curves

Assuming a 1D shock propagation, velocities, pressure and densities are related via mass and momentum conservative equations, respectively Equations 5a and 5b.

\[
\rho_1(u_s - u_{p1}) = \rho_0(u_s - u_{p0}) \tag{5a}
\]

\[
P_1 - P_0 = \rho_0(u_s - u_{p0})(u_{p1} - u_{p0}) \tag{5b}
\]

In these equations, index 0 and 1 refer to the state before and after the shock propagation respectively. \(u_s\) is the shock wave velocity, \(u_p\) is the velocity of the matter, \(P\) is the pressure and \(\rho\) the density.

The experimental shock front velocities were calculated using shadowgraphs and the velocity of the matter at the aluminum layer-silica boundary induced by the shock is obtained from VISAR measurements. Figure 5 represents the time evolution of the velocity of the interface for the shot reported in Figure 2. A double-wave structure is observed from both the shadowgraphs and the VISAR measurements. The first wave corresponds to the ramp wave setting the material in motion up to 67 m.s\(^{-1}\). The second wave is depicted by the peak where the particle velocity reaches a maximum value of 277 m.s\(^{-1}\). Interestingly, a delay is observed between the two waves as shown by the plateau between the ramp and the shock wave. The origin of this delay is uncertain at the moment. Wave shapes are correlated to several parameters like laser shot duration and sample thickness\(^{34,35}\) and additional data are required to accurately investigate this phenomenon. We will address this question in a future work.

In the elastic regime, silica glasses exhibit a particular behavior as reported by Alexander \textit{et al.} for fused silica, borosilicate and soda-lime glasses\(^5\). From the velocity profile of
the free surface, two waves can be distinguished: an elastic ramp wave and an elastic shock wave. Ramp waves were thoroughly studied theoretically and experimentally by Wang et al. 35 and Davis et al. 34. Decaying waves were reported in the numerical studies of Su et al. 8 and Luo et al. 36. In the elastic regime, fused silica exhibit a non-linear behavior and the compressibility increases under compression which prevents the formation of standard shock waves. The final wave shapes, ramp wave or decaying wave, depends on many parameters like shock pressure, laser fall time and sample thickness.

The particular double-wave structure is not observed in NEMD simulations. Examples of the time evolution of particle velocities in the material is shown Figure 6.a and Figure 6.b respectively extracted from the 2.07 GPa and 7.07 GPa NEMD simulation with the CHIK potential. A ramp wave is clearly observed in the first case and a decaying wave is seen in the latter case. However, the two-wave structure was not obtained in our simulations. Su et al. in their work defined two velocities to investigate decaying waves 8. The head velocity corresponds to the velocity of the wave propagating at 0.9 $u_p$. The tail is the velocity computed at $u_p=200 \text{m/s}$. In our work, the tail velocity was chosen to be 0.1 $u_p$. The head and the tail of the ramp wave are propagating at a constant velocity of 6272 m/s. The front shape does not change over time. In the opposite, the decaying front becomes larger as the compression wave is crossing the material. The head and tail velocities of the decaying wave were estimated at 6317 m/s and 5765 m/s respectively. Pressures and densities can be extracted from molecular simulations, allowing us to use the Hugoniot relations to calculate the shock front velocity. Using Equation 5b the front is propagating at 5949 m/s which is close to the velocity of 5992 m/s computed at 0.5 $u_p$. In the following, we chose to use the Hugoniot relations to estimate the shock velocity as it should yield a fair estimation of the front velocity. However, the definition of the front velocity is questionable in the case of decaying waves.

In order to compare both simulations and experiments, two methods were used to obtain the experimental shock front velocity. In the first method, only the second wave
velocity was considered as it corresponds to the maximum pressure. In the second method, two shocks were explicitly taken into account and the second wave velocity was computed using the first wave velocity. The differences between the two methods was less than 1%. The shock pressure, obtained through Equation 5b, does not depend on the wave shapes. The numerical and experimental shocked states can be safely compared regardless of the transient dynamic mechanisms involved. Only results obtained with the first method are presented in the following.

Experimental and numerical results are gathered in Table 2 and the Hugoniot curves are shown Figure 7.a and Figure 7.b. Our experimental work is labeled here GCLT. The direct shocks with NEMD simulations were carried out with the two BKS and CHIK models. The Hugoniostat method was only tested with the CHIK potential. Other data taken from works of reference\textsuperscript{1,5} were also added on the Hugoniot curves. The pressure range studied here lies between 1.35 GPa and 8.71 GPa as the Hugoniot Elastic Limit (HEL) is around 8 GPa\textsuperscript{37} and the scope of the article is to investigate the structure under elastic shocks.

First of all, the experimental and numerical Hugoniot curves are in agreement with the literature. The fact that our experimental results are very close to the literature and simulated 1D shock proves our 1D hypothesis acceptable in this pressure range. Both NEMD and Hugoniostat simulations are able to reproduce the behavior of fused silica under elastic shock loading although the simulated thermodynamic path is different. Interestingly, the simulations with the CHIK potential give superior results compared to the BKS potential. The relation between the pressure and the particle velocity is correct but the pressure-density formulation shows a significant discrepancy for the BKS potential. This result is not a surprise since the BKS fails to reproduce several silica glass properties like the density at ambient temperature\textsuperscript{23}.

The differences between experimental and numerical front velocities are large. However, comparing the two data sets is a difficult task especially with decaying wave front. The front shapes are different and the two-waves structure was not observed in our simula-
Table 2: Shock states properties: Densities $\rho$, shock pressure $P$, particle velocities $u_p$ and shock front velocities $u_s$. Maximum error observed on shock front velocities is around 10% for GCLT experimental data and 4% in molecular simulations.

<table>
<thead>
<tr>
<th></th>
<th>$\rho$ (g.cm$^{-3}$)</th>
<th>$P$ (GPa)</th>
<th>$u_p$ (m.s$^{-1}$)</th>
<th>$u_s$ (m.s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCLT</td>
<td>2.200</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2.274</td>
<td>1.81</td>
<td>164</td>
<td>5017</td>
</tr>
<tr>
<td></td>
<td>2.276</td>
<td>2.38</td>
<td>190</td>
<td>5694</td>
</tr>
<tr>
<td></td>
<td>2.282</td>
<td>2.63</td>
<td>207</td>
<td>5775</td>
</tr>
<tr>
<td></td>
<td>2.288</td>
<td>3.19</td>
<td>236</td>
<td>6144</td>
</tr>
<tr>
<td></td>
<td>2.315</td>
<td>3.47</td>
<td>275</td>
<td>5736</td>
</tr>
<tr>
<td></td>
<td>2.334</td>
<td>3.87</td>
<td>318</td>
<td>5532</td>
</tr>
<tr>
<td></td>
<td>2.350</td>
<td>4.15</td>
<td>348</td>
<td>5421</td>
</tr>
<tr>
<td></td>
<td>2.346</td>
<td>4.74</td>
<td>366</td>
<td>5887</td>
</tr>
<tr>
<td></td>
<td>2.356</td>
<td>5.61</td>
<td>411</td>
<td>6204</td>
</tr>
<tr>
<td>Hugoniostat CHIK</td>
<td>2.203</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2.300</td>
<td>3.05</td>
<td>244</td>
<td>5918</td>
</tr>
<tr>
<td></td>
<td>2.400</td>
<td>5.63</td>
<td>460</td>
<td>6016</td>
</tr>
<tr>
<td></td>
<td>2.500</td>
<td>6.71</td>
<td>603</td>
<td>5654</td>
</tr>
<tr>
<td>NEMD CHIK</td>
<td>2.203</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2.249</td>
<td>1.35</td>
<td>100</td>
<td>6228</td>
</tr>
<tr>
<td></td>
<td>2.272</td>
<td>2.07</td>
<td>150</td>
<td>6272</td>
</tr>
<tr>
<td></td>
<td>2.290</td>
<td>2.73</td>
<td>200</td>
<td>6396</td>
</tr>
<tr>
<td></td>
<td>2.332</td>
<td>3.94</td>
<td>300</td>
<td>6262</td>
</tr>
<tr>
<td></td>
<td>2.380</td>
<td>5.09</td>
<td>400</td>
<td>6176</td>
</tr>
<tr>
<td></td>
<td>2.433</td>
<td>6.12</td>
<td>500</td>
<td>6056</td>
</tr>
<tr>
<td></td>
<td>2.500</td>
<td>7.07</td>
<td>600</td>
<td>5949</td>
</tr>
<tr>
<td></td>
<td>2.675</td>
<td>8.71</td>
<td>800</td>
<td>5742</td>
</tr>
<tr>
<td>NEMD BKS</td>
<td>2.260</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2.280</td>
<td>1.39</td>
<td>100</td>
<td>6250</td>
</tr>
<tr>
<td></td>
<td>2.329</td>
<td>2.62</td>
<td>200</td>
<td>5996</td>
</tr>
<tr>
<td></td>
<td>2.380</td>
<td>3.81</td>
<td>300</td>
<td>5919</td>
</tr>
<tr>
<td></td>
<td>2.449</td>
<td>4.89</td>
<td>400</td>
<td>5809</td>
</tr>
<tr>
<td></td>
<td>2.533</td>
<td>5.56</td>
<td>500</td>
<td>5420</td>
</tr>
<tr>
<td></td>
<td>2.686</td>
<td>6.23</td>
<td>600</td>
<td>5194</td>
</tr>
</tbody>
</table>
tions. Experimental space and time scales are far beyond the scales of molecular dynamics simulations. Discrepancies between numerical and experimental works is not a surprise especially on complex dynamic processes. In addition, molecular dynamics simulations relies heavily on the potential. Complex reactive potentials may provide more accurate results, however, such work were never carried out to our knowledge.

In order to sum up, considering the experimental error estimated around 10%, the pressures and densities provided by molecular simulations are in a very good agreement with experiments. Despite the discrepancy on the shock front velocities, NEMD simulations and the Hugoniostat method are able to reproduce the shocked states of silica in the elastic regime and to some extent the non-linear behavior (ramp and decaying waves) of glassy systems. The CHIK model especially gives a fair description of the amorphous silica behavior with pressure, as already observed by Horbach\textsuperscript{25} with liquid silica under isotropic compression. In the following, we chose to investigate the structural properties using the CHIK potential only.

**Structural Properties**

One of the main advantage of molecular dynamics simulation remains in the high level of detail on the microscopic structure. In silica glasses, the molecular structure presents a two-level organization. At short range (closest neighbors), oxygen atoms around silicon atoms tend to form tetrahedra at equilibrium. At medium range (two or three neighbors), the tetrahedra are linked all together to form rings with an average size of 6 tetrahedra per ring. The ring size will be in this work defined by the number of tetrahedra (or number of silicon atoms) in one ring. Additionally, a significant amount of free volume can also be observed inside a glass structure. Those cavities correspond to interstitial voids between rings created by defects (like dangling oxygen atoms for example). The tetrahedra, the ring statistic and the cavities distribution were analyzed to understand the overall behavior of silica glasses. In this section, the structure was extracted from 6 cases:
4 configurations obtained by NEMD (2.7, 5.1, 7.1 and 8.7 GPa), 1 configuration obtained with the Hugoniostat method (6.7 GPa) and the equilibrium configuration at rest (labeled 0 GPa). The properties were computed behind the shock front to analyze the structure of shocked states. We have checked that the structure after the material relaxation was identical to the equilibrium configuration, except of course for the 8.7 GPa shock, which is slightly above the HEL. In this latter case, the final density is 2.336 g.cm\(^{-3}\) which is 6% higher than the initial density. The 8.7 GPa shock is shown only to illustrate the difference between the elastic and the densification regime. The mechanisms involved in the glass densification will be studied in a future work. Again, all results here were obtained with the CHIK potential.

The tetrahedral short-range structure was investigated by computing the radial distribution function (RDF) of the Si-O pair and the \(\hat{OSiO}\) angle distribution, respectively in Figure 8.a and Figure 8.b. The configurations studied here presents very similar results. The RDF shows a narrow peak around 1.62 Å which is on average the experimental Si-O distance\(^{38}\). The angle distribution has a maximum peak at 109° which is typical of a tetrahedral organization. The maximum value seems to slightly decrease with the pressure and the distribution becomes wider. However this effect is rather weak and it can be hardly seen as a real structural change. The Hugoniostat method yields very similar results and the tetrahedral organization is very well reproduced.

Using the Si-O RDF, a geometrical criterion of 2 Å has been defined to investigate the coordination number of silicon atoms. The results are gathered in Table 3. The equilibrium configuration is mainly composed of 4-coordinated silicon atoms (99.6%) with a very low amount of defects (few number of 3 and 5-coordinated silicon atoms). The coordination does not change with pressure until 6.1 GPa. The 7.1 GPa and 8.7 GPa systems exhibit an increasing number of 5-coordinating silicon atoms (hexahedra) with pressure. Several octahedra are also observed in the 8.7 GPa simulation. It is well known that the presence of hexahedra is strongly correlated with a change in silica glass overall behavior\(^{39}\) making
the material more ductile. It seems that an elastic compression below the HEL has a rather weak impact on the tetrahedral structure compared to a shock just above the HEL where a small amount of hexaedra and octahedra is observed.

**Table 3: Evolution of silicon atoms coordination number (number of oxygen atoms around every silicon atoms) observed in the shocked state just behind the shock front.**

<table>
<thead>
<tr>
<th>Pressure (GPa)</th>
<th>Coordination Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td>0.0 GPa</td>
<td>0.14%</td>
</tr>
<tr>
<td>2.0 GPa</td>
<td>0.12%</td>
</tr>
<tr>
<td>2.7 GPa</td>
<td>0.04%</td>
</tr>
<tr>
<td>3.9 GPa</td>
<td>0.17%</td>
</tr>
<tr>
<td>5.1 GPa</td>
<td>0.04%</td>
</tr>
<tr>
<td>6.1 GPa</td>
<td>0.04%</td>
</tr>
<tr>
<td>7.1 GPa</td>
<td>1.78%</td>
</tr>
<tr>
<td>8.7 GPa</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

To understand the medium-range structure changes the ring organization was investigated. The algorithm developed by Franzblau was used to find the rings$^{40}$. A ring is identified when the path linking several silicon atoms is minimal (i.e. no short cut inside the ring) as defined by the short-path criterion$^{40}$. The rings organization is a characteristic feature of silica glasses. The 3- and 4-membered rings can also be observed by Raman spectroscopy as they are strongly correlated to two peaks, labeled D1 and D2, respectively 495 and 606 cm$^{-1}$$^{41}$. Many works including numerical simulations have stated that the silica glass ring distribution presents a maximum of 30% for 6-membered rings assuming the quenching rate is small enough$^{42}$. This is partly due to the fact that in crystalline phases (quartz, $\beta$-cristoballite), the structure is composed of 6-membered rings only. In amorphous phases, the equilibrium distribution is broader and ring size can range from 3- to 14-membered but the maximum for a size of 6 remains. The evolution of the ring distribution over pressure is shown in Figure 9.a. The size variation with pressure is depicted in Figure 9.b. The sizes above 10 were not plotted for clarity as they were all below 1% with very little fluctuations. The ring distribution presents little changes below
6.1 GPa. In this pressure range, the structures are very close to the initial equilibrium configuration and the size variations oscillate around ±15%. The ring organization does not change much with the shock pressure. The largest fluctuations are observed for a ring size of 10. This is due to a higher statistical error as the number of 10-membered rings is very low in the sample (around 1%). The shocked states reached for 6.1, 7.1 and 8.7 GPa show a different trend. The small rings number (3-membered) increases with the shock pressure up to two times the number obtained in the equilibrium configuration. The larger rings number (8- to 10-membered rings) tend to decrease down to -30%. It seems that bigger rings collapse into smaller rings which is particularly clear in the 8.7 GPa case. The behavior is therefore different below and above the HEL. An elastic compression has little impact on the overall ring distribution. On the opposite, above the HEL, the shock loading induces a strong reorganization: the larger rings are collapsing to create smaller rings.

Another way to observe this ring shrinking behavior is to compute the RDF of the Si-Si pair and the inter-tetrahedral \( \hat{Si}OSi \) angle, respectively shown in Figure 10.a and Figure 10.b. The RDF shows a progressive shift with increasing shock pressure. The magnitude of the second and third peaks, respectively observed around 4.8 Å and 7.2 Å, are identical, however the first peak magnitude tends to decrease slightly with pressure. The global structure does not change over pressure but the Si-Si distance is becoming smaller as the peaks are shifted toward lower distance values. This diminishing distance over pressure is linked to the ring collapsing mechanism. This phenomenon is also visible in the \( \hat{Si}OSi \) angle distribution. As the shock pressure increases, the position of the maximum value is slightly shifted toward lower angles, from 145° down to 130°, while the magnitude remains the same. In the 8.7 GPa system, the second peak around 100° is more pronounced than any other case. This particular angle is related to 3-membered rings which are increasing in number with the shock pressure as seen in Figure 9.b. While the tetrahedral organization remains unaffected by the shock pressure, an overall ring closing is observed and this effect increases with the shock pressure as indicated by
narrower angles and shorter Si-Si distances. Again, the results are very similar between the Hugoniostat method and the NEMD simulations proving that this method is able to reproduce correct shocked states for glass materials.

Finally, the free volume was investigated by dividing the system in voxels and checking whether these voxels were empty or not. A voxel is declared empty if no particle is present within a radius of 2.1 Å from the voxel center of mass. This geometric criterion is the Van Der Waals radius of a silicon atom and was already used to probe cavities in silica glass\textsuperscript{43,44}. The cavity volume is therefore defined as the empty space around silicon atoms which are approximated as hard spheres. In order to probe only the space between rings, a virtual particle was added inside each ring to model the ring center of mass and to ensure that no empty voxel could be found inside a ring. We were therefore able to distinguish, for each configurations, the volume occupied by the rings from the free volume. In order to analyze the ring shrinking and the cavity closing effects, the values were normalized here by the total volume of the material at rest, P=0 GPa. Results are gathered in Table 4. The total volume variation over pressure is of course related to the densities variations obtained in the previous section. Interestingly, 22\% of the equilibrium configuration is occupied by cavities and 78\% by the rings. This important fraction of empty volume inside silica glass is supposed to be the reason why the densification process occurs. Behind the shock front, the volume occupied by both rings and cavities decreases with the shock pressure. The volume variation is more important for the cavities. For example at 8.7 GPa, nearly half of the cavities were closed by the shock compression whereas the ring shrinking represents only 10\% of the volume reduction. A shock compression induces two mechanisms: a ring shrinking and a cavity closing, with an effect more pronounced for the free volume closing mechanism.

After the material relaxation, the final volume occupation is identical to the equilibrium configuration in all elastic cases. In the system undergoing a 8.7 GPa shock loading, a residual densification is observed. The final volume after relaxation is 6\% smaller and is
entirely due to a cavity closing. The rings occupy the same volume as before the shock. It seems the densification process is strongly correlated with a permanently cavity closing mechanism inside the structure. Higher shock pressures will be studied to analyze in detail the densification in a future work.

**Table 4: Rings and cavities volumes inside the glass structure observed in the shocked state just behind the shock front.**

<table>
<thead>
<tr>
<th>Pressure (GPa)</th>
<th>Rings</th>
<th>Cavities</th>
<th>Total Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 GPa</td>
<td>0.7801</td>
<td>0.2199</td>
<td>1.0000</td>
</tr>
<tr>
<td>2.0 GPa</td>
<td>0.7792</td>
<td>0.2119</td>
<td>0.9911</td>
</tr>
<tr>
<td>2.7 GPa</td>
<td>0.7718</td>
<td>0.2020</td>
<td>0.9738</td>
</tr>
<tr>
<td>3.9 GPa</td>
<td>0.7629</td>
<td>0.1929</td>
<td>0.9558</td>
</tr>
<tr>
<td>5.1 GPa</td>
<td>0.7562</td>
<td>0.1804</td>
<td>0.9366</td>
</tr>
<tr>
<td>6.1 GPa</td>
<td>0.7483</td>
<td>0.1678</td>
<td>0.9161</td>
</tr>
<tr>
<td>7.1 GPa</td>
<td>0.7376</td>
<td>0.1544</td>
<td>0.8920</td>
</tr>
<tr>
<td>8.7 GPa</td>
<td>0.7108</td>
<td>0.1225</td>
<td>0.8333</td>
</tr>
</tbody>
</table>

**Conclusion**

In this work, experimental and numerical studies were combined to improve the understanding of the silica glass behavior under elastic shock compression. The elastic regime was investigated by laser-driven shocks up to 5 GPa and by molecular dynamics simulations up to 8.7 GPa. Direct shocks induced by a mobile wall and a Hugoniotstat method were used to reach silica shocked states. In our simulations, two pair potentials, the BKS and the CHIK models, were tested. Fused silica exhibits nonlinear properties and NEMD simulations are able to reproduce the particular behavior (ramp waves and decaying wave propagation) under elastic shocks. The Hugoniot curves obtained with the CHIK potential were in a very good agreement with the experimental curves. In the opposite, the BKS potential fails to reproduce the shocked states of amorphous silica. Surprisingly, the CHIK potential is able to give a very good description of the shocked states in spite of its simplicity.
Several important conclusions may be drawn from the evolution of the glass structure in the elastic regime. First, the tetrahedral and the ring structure (i.e. bonds, coordination and angles) remains unaffected during the shock. Second, the interstitial voids present in the silica glass structure is strongly impacted by the elastic shock. The free volume is closing down with the increasing shock pressure. It is therefore concluded that the elastic behavior of silica glass is highly correlated with the interstitial voids initially present inside the structure. In addition, no significant differences were observed between the Hugoniotstat method and the non-equilibrium approach. The two methods are equivalent and the final structures are identical within the pressure range tested here. The Hugoniotstat method is able to reproduce the shocked states of glasses and is therefore an interesting alternative to NEMD simulations with a very low computational cost.

One simulation was also carried out just above the HEL to compare the elastic and densification regime. The tetrahedral structure is impacted and a significant amount of hexahedra and octahedra is observed. Regarding the rings distribution, the largest rings are broken into smaller ones. Above the HEL, the silica sample experiences deep structure modifications and the analysis of the relaxed states has shown a permanent densification after shock release related to a cavity closing mechanism. This phenomenon will be thoroughly studied in a future work.
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Figure 1: Experimental setup of the GCLT laser and its instrumentations.
Figure 2: Transverse shadowgraphs images for an irradiation of 123.7 GW.cm$^{-2}$ intensity and 10 ns pulse duration on a 2 mm thick silica glass sample captured at 0 ns (before laser shot), 25 ns and 75 ns after the beginning of the laser-matter interaction respectively. Shock waves propagates from left to right. Shock wave velocities are extracted from the small region depicted by the zoom area.
Figure 3: Modified CHIK potential for pair interactions. Dotted lines represent the original Buckingham potential\textsuperscript{19} diverging for low distances. In this work, these interactions were corrected with a two-order polynomial.
Figure 4: Illustration of the glass material under shock loading. A 1D shock is generated by affecting a high initial velocity $u_{p0}$ to the system and throwing it toward an immobile wall. Particle colors depend on their velocities: blue particles have low velocities, red particles have a high velocity. The shock front is propagating with a velocity $u_s$. 
Figure 5: Velocity measurement of the Al/SiO$_2$ target interface irradiated by a 123.7 GW.cm$^{-2}$ intensity and 10 ns duration laser shot.
Figure 6: Simulated particle velocity inside the material at different times. Velocities were extracted from NEMD simulations with the CHIK potential. a) Below 3 GPa (here 2.07 GPa), a ramp front is observed. The ramp propagates at a constant velocity (6272 m/s) and does not decay over time. b) Above 3GPa (here 7.01 GPa), a decaying shock front is obtained. The shock front becomes wider over time. At t=35 ps the front is nearly 300 nm wide.
Figure 7: Comparison between experimental\textsuperscript{1,5} and MD silica glass Hugoniot curves. a) Shock pressure as function of particle velocity. b) Shock pressure as function of density. Experimental (GCLT) error on shock pressure is around 10\%. Error estimated in molecular simulations (not shown for clarity) is below 4\%. 
Figure 8: Evolution of the tetrahedral properties with the shock pressure. a) Radial distribution function (RDF) of the Si-O pair. b) Intra-tetrahedral OSiO Angle distribution. Properties are calculated just behind the shock front.
Figure 9: Ring statistics properties. a) Ring size as function of the shock pressure. b) Distribution variations with pressure. Properties are calculated just behind the shock front.
Figure 10: Ring properties evolution as function of the shock pressure. a) Radial distribution function (RDF) of the Si-Si pair. b) Inter-tetrahedral $\hat{SiOSi}$ Angle distribution. Properties are calculated just behind the shock front.
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